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Background
Having spent more than three decades at premier public 
medical institute of India, All India Institute of Medical 
Sciences, New Delhi, and working at a reputed private 
medical college presently, made me realize the need 
to highlight the tremendous potential of few of the 
important biostatistical methods and approaches used 
in carrying out clinical research. Out of numerous steps 
under clinical research methodology, none is free from a 
biostatistical	feel.	Under	a	study,	after	the	identification	
of the research question and related hypothesis and 
objectives of the study, tools of data collection need to 
be	either	developed	or	modified	to	suite	the	local	need.	
While doing this, scales of measurements of each variable 
has its own role. For example, change in a single variable’s 
measurement scale might change the results under 
epidemiological modeling.1 In other words, not only 
changing research questions/hypotheses/objectives need 
different	 study	designs	and	analytical	 approaches	but	
changing scales of measurements of a variable, (including 
exposure and outcome variables) individually as well 
as in the combination of other variables may also need 
varying study designs, analytical methods, and their 
interpretations. That is why each variable’s measurement 
scale	needs	 to	be	finalized	objectively.	Further,	 out	of	

CME

The	minimum	sample	size	required	to	answer	a	specific	research	question	is	unavoidable	regardless	
of study designs, more pertinent in case of randomized controlled trials. Sample size exploration is 
not required in many situations, including a pilot study; it is simply decided as feasible or a rule of 
thumb.	However,	in	situations,	including	a	conclusive	study	like	the	third	and	final	phase	of	drug	
development,	it	becomes	mandatory	to	ensure	optimal	power	as	well	as	level	of	confidence	to	the	
study. The present write‑up aims to address various issues related to sample size considerations for 
clinical studies in a non‑statistical language, focusing on making it easily understandable by medical 
researchers.

This is an open access journal, and articles are distributed under the terms of 
the Creative Commons Attribution-NonCommercial-ShareAlike 4.0 License, 
which allows others to remix, tweak, and build upon the work non-commercially, 
as long as appropriate credit is given and the new creations are licensed under 
the identical terms.

Access this article online

Website:  
www.cijmr.com

Keywords:
Minimum Sample Size, 
Power of the study, Level 
of Confidence, Clinical 
Research

10.58999/cijmr.2022.131

various statistical components involved in planning, 
execution, analysis and interpretation of analytical 
results, sample size exploration is often misunderstood, 
and	attempts	are	often	made	to	claim	coverage	of	explored	
minimum	sample	size.	As	a	result,	often	related	efforts	
while exploring the required minimum sample size 
for	 a	 specific	 objective	under	 a	 study	become	 totally	
unscientific,	leading	to	distorted	results	with	a	likelihood	
of disastrous implications. This write‑up aims to address 
a few issues related to sample size exploration under the 
study design of a clinical study.

A clinical study might be either observational or 
interventional. In contrary to an observational study, 
under an interventional study, exposure (e.g., drug, yoga) 
is assigned by the researcher. Further, an observational 
study might be either descriptive or analytical. A 
descriptive study does not have a comparator group. 
In contrary to descriptive study, the analytical study 
involves a comparator. On similar lines, uncontrolled 
trial means might exist without a comparator under 
interventional study. An interventional study without 
random allocation of study participants (patients/
persons) in different study arms remains a non‑
randomized trial, also referred to as semi‑experimental. 
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On the other hand, an interventional study with a random 
allocation	of	study	participants	in	different	study	arms	
becomes a randomized controlled clinical trial. As a 
matter	of	fact,	in	many	situations,	sample	size	exploration	
goes on similar lines regardless of an observational or 
interventional study. Again, regardless of observational 
or interventional study, clinical studies may be broadly 
classified	 into	 two	categories,	 a	 study	with	a	primary	
objective as estimation/description or a study with a 
primary objective as a comparative study. As obvious, 
a comparative study means a study to test a hypothesis. 
Each of these two groups of studies needs varying inputs 
while exploring its related required minimum sample 
size. The explored sample size is a minimum requirement 
to	 reply	 to	 a	 research	question	 scientifically	valid.	As	
such, in comparison to explored minimum sample size, 
covering larger sample size is a welcome step to provide 
more precise results. However, compared to the explored 
minimum sample size, a comparatively covered smaller 
sample size may not be an appropriate step.

Studies with Primary Objective of 
Estimation/Description
From a public health program perspective, one may 
estimate the average hemoglobin level among pregnant 
mothers. However, based on a certain threshold of 
hemoglobin level, another researcher may like to estimate 
the burden of anemia among pregnant mothers. Without 
going into relative importance of these two studies, 
with a focus on sample size exploration, required 
inputs for sample size calculation will include variance 
and required absolute precision (that is, clinically 
acceptable	difference	 from	mean	hemoglobin)	 in	first	
case, where as proportion of anemic pregnant mothers 
and acceptable absolute error (precision) in it in second 
case. As such, these two objectives might involve two 
different	sample	sizes;	hence,	there	is	a	need	to	debate	the	
relative importance of these two objectives and decide 
accordingly. The common input under these two options 
is	normal	deviate	at	the	considered	level	of	confidence.	
The	 level	of	 confidence,	 complementary	 to	 level	of	

significance,	means	the	probability	or	chance	to	correctly	
estimate average hemoglobin level/ proportion of anemic 
mothers based on sample study to those prevailing 
in study population. The normal deviation value at a 
higher	confidence	 level	would	obviously	emerge	to	be	
higher and push the required minimum sample size 
higher. Often, to reduce required minimum sample 
size, the researchers keep reducing confidence level 

without noticing its distorted implications. A reduction 
in	confidence	level	results	in	an	increase	in	significance	
level which is nothing but accepting a higher chance of 
error in estimation at the planning level. For instance, 
instead	of	 considering	 95%	 level	 of	 confidence,	 if	we	
consider 90%, the level of accepting error (i.e., level of 
significance)	 increases	 from	5%	earlier	 to	 10%	now.	A	
higher error allowed in sample size exploration will also 
get	reflected	in	the	confidence	interval	(interval	estimates)	
of the estimated average hemoglobin level/proportion 
of anemic mothers. Hence, there is need to consider 
optimal	level	of	confidence	while	exploring	the	required	
minimum sample size. As a rule of thumb, 95% level of 
confidence	is	an	optimal	level	while	exploring	required	
minimum sample size for a study with the primary 
objective of estimation/description. Such objectives do 
not involve power while exploring sample size because 
they aim to get an estimate closure to population mean/ 
proportion, not otherwise.

A larger minimum sample size will be required 
in both cases (mean/ proportion), higher the variance. 
In other words, in case of proportion, at an acceptable 
fixed	absolute	error	in	proportion	(in	the	denominator	of	
sample	size	formula)	and	a	fixed	level	of	confidence,	the	
highest required minimum sample size will be at 50%. 
Hence,	in	case	of	a	fixed	level	of	absolute	error	and	level	
of	confidence,	it	is	advisable	to	consider	a	proportion	that	
is closure to 50% among various proportions reported in 
the literature. If there is no study on a topic, as a rule of 
thumb, 50% is considered to plan a study. For example, 
in our country, universal immunization coverage and 
HIV sentinel surveillance study are planned with this 
consideration.  

It may be worthwhile to caution here that deciding 
inputs for sample size exploration under the estimation 
objective requires exhaustive review literature and 
an understanding of the public health implications 
of considered inputs. For example, we need to target 
estimation in the range which might be relevant from 
public health point of view. In their absence, there 
might be an underestimation of the required minimum 
sample size leading to inaccurate/instable estimates, or 
overestimation leading to wastage of time/money and 
other resources.

Studies with Primary Objective of 
Testing Hypothesis/Comparison
Under this objective, one may decide to compare the 
average hemoglobin level between two pregnant mothers 
or the proportion of anemic mothers between these 
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groups. As pointed out above under objective estimation, 
these	two	objectives	might	need	different	sample	sizes.	
Also,	they	will	have	different	public	health	implications.	
For example, comparatively average hemoglobin levels in 
two	groups	might	be	statistically	significantly	different	
along with either of three conditions: (i) both groups 
have got a normal range of hemoglobin level; (ii) both 
groups have got an abnormal range of hemoglobin 
levels; and (iii) one group has got the normal range 
and another abnormal range of hemoglobin. Under the 
first	 condition,	both	groups	do	not	 require	 additional	
attention/	 care.	Under	 second	 condition,	 regardless	of	
statistical	 significance,	 each	group	needs	 added	 care.	
Under	third	condition,	obviously,	group	identified	with	
abnormal hemoglobin only will need added care. Hence, 
one must decide objectively in view of its public health 
implications. For further discussion, let us presume that 
objective is to compare the proportion of anemic mothers 
in two groups.

The required inputs after due thought under this 
objective involve normal deviate value at the considered 
level	of	confidence;	normal	deviate	value	at	considered	
power of the study; proportion of anemic mothers in 
the	first	group	and	proportion	in	the	second	group;	and	
clinically	acceptable	effect	size.	In	this	case,	confidence	
level	may	be	defined	as	probability/chance	of	correctly	
concluding that both groups have comparable proportion/
burden of anemic mothers. On the other hand, power of 
the	study	may	be	defined	as	probability/chance	of	correctly	
concluding that both groups have not got comparable 
proportions/burden of anemic mothers. As a convention, 
level	of	confidence	and	power	of	the	study	are	considered	
as 95% and 80, respectively. But, under randomized trials, 
it is advisable to increase them further, like 99 and 90%, 
respectively. Once we increase them, the calculated 
sample size for each group will move higher. Further, 
contrary to the study’s power, a normal deviate value 
at	a	specific	level	of	confidence	remains	higher	in	case	
of a two‑sided hypothesis of the study (e.g., superiority 
trials) than that in case of a one‑sided hypothesis (e.g., 
non‑inferiority trials). As such, clinically acceptable 
effect	size,	in	this	case,	needs	to	be	debated	and	decided	
in consultation with public health experts. As obvious, 
being in the denominator, it is inversely correlated 
with required minimum sample size. In contrast, 
 being in the numerator, the higher the pooled variance 
and the higher the required minimum sample size. A 
thorough understanding of these implications might 
help in objectively exploring the minimum sample size.

Study Design Specific Sample Size 
Exploration
The details described above mainly relate to the cross‑
sectional study. However, suppose described principles 
are understood and conceptualized. In that case, it is 
easier to use same principles while exploring sample 
size in case of case‑control studies, cohort studies and 
randomized controlled clinical trials. There are a series 
of formulae to explore minimum sample size relating 
to varying research questions, the study’s hypothesis 
and types of outcomes including odds ratio, risk ratio, 
and rate ratio; it can easily be explored using statistical 
packages. The important task is to understand the 
research question, hypothesis, and outcomes correctly 
otherwise, even use of packages stands to be deceptive; 
one must choose the methods of sample size exploration 
accurately. 

Sample Size for Cell-Based Studies and 
Animal Studies
As such clinical studies aiming to a generation of newer 
reliable evidence through randomized controlled trials, 
begin with cell‑based, animal study, Phase I trial, Phase 
II trial, Phase III trial, and Phase IV trials. There are 
ways2 to explore sample size for cell‑based and animal‑
based clinical studies. But as such, they do not involve 
a serious sample size exploration. As a rule of thumb, 
under cell‑based study, I think considering a feasible 10 
to	30	samples	in	each	group	may	be	a	better	proposition	
giving useful related information. On the other hand, 
for obvious reasons, the smallest animals need to be 
sacrificed	 in	 an	 animal	 study.	Accordingly,	 one	must	
decide 3 to 7 animals in each group to derive suggestive 
preliminary	findings	on	the	topic.	

Sample Size for a Clinical Trial
There is a host of literature on this topic.3,4 There must be a 
realistic approach towards sample size exploration. Also, 
the problem of small sample size may not be ignored. 
In fact, out of four phases of the randomized controlled 
trial, sample size exploration is involved only in Phase 
III. As such, Phase I is conducted on volunteers with 
a major focus on toxicity. As a rule of thumb, 10 to 30 
patients might be involved3. Phase II trial is conducted 
again,	focusing	on	toxicity	along	with	suggestive	efficacy.	
Under this, as a rule of thumb, 100 to 200 patients 
need to be covered under each arm involving selected 
drugs/ doses through Phase I study3. It may be worth 
mentioning here that postgraduate (e.g., MD/MS/DM/
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PhD) students may often not be able to cover explored 
number of patients. They land up doing a pilot Phase II 
trial covering a feasible number of patients in each arm, 
of course in consultation with their preceptors/ guides. 
Although they do such dissertations from a training point 
of view, they need to have perfect knowledge about every 
step under research methodology, including sample size 
exploration, and then decide what is feasible for them. 
Further, although randomization is not mandatory under 
Phase II trial, they need to learn and do randomization 
even under Phase II trial adopting an approach (e.g., 
permuted block randomization) ensuring equal number 
in each arm. This will help in gaining possible optimal 
power of the study with a considered sample size.

For Phase III trial, as stated earlier, basic principles 
of sample size exploration will remain same as in case 
of comparative study/hypothesis testing. For example, 
is	the	new	drug	efficacious?	In	this	case,	one	group	of	
patients will receive ‘new drug’ and another group a’ 
placebo’. The required inputs after due thought under 
this objective will involve normal deviate at considered 
level	 of	 confidence;	 normal	deviate	 at	 the	 considered	
power of the study; proportion of cured patients in 
first	group	and	proportion	of	cured	patients	in	second	
group;	and	clinically	acceptable	effect	size.	In	this	case,	
level of confidence5,6 may be defined as probability/
chance of correctly concluding that proposed drug is not 
efficacious.	On	the	other	hand,	power	of	the	study5, 6 may 
be	defined	as	probability/chance	of	correctly	concluding	
that	drug	is	efficacious.	In	contrary	to	the	conventional	
consideration	of	 level	 of	 confidence	and	power	of	 the	
study as 95 and 80% respectively, under randomized 
trials, it is advisable to increase them further, like 99 and 
90%, respectively. Once we increase them, the calculated 
sample size for each group will move higher. Further, 
contrary to the study’s power, normal deviate value at 
a	 specific	 level	 of	 confidence	 remains	higher	 in	 case	
of two‑sided hypothesis of the study (e.g., superiority 
trials) than that in case of a one‑sided hypothesis (e.g., 
non‑inferiority trials). As such, clinically acceptable 
effect	size,	in	this	case,	needs	to	be	debated	and	decided	
in consultation with public health experts. As obvious, 
being in denominator, it is inversely correlated with 
required minimum sample size. In contrast, being in 
numerator, the higher the pooled variance and the 
higher the required minimum sample size. As obvious, 
if outcome is taken as relative risk/ rate ratio instead of 
proportion of cure rates, sample size exploration formulae 

might change but basic principle will remain same while 
exploring sample size.

What if there are Multiple Objectives/
Outcomes?
The sample size must be explored in view of primary 
objectives/ outcomes. If one primary objective but more 
than one outcome, sample size needs to be explored 
for each outcome, and the largest one will serve the 
purpose for each outcome. If more than one objective, 
similar approach needs to be adopted. For each objective, 
exploration needs to be done for each involved outcome(s). 
Further, as per the explored list, largest explored sample 
size must be considered as a minimum sample size for 
the study.

What if there is no literature on the 
topic?
The required minimum sample size is explored 
considering each of the required inputs (described above), 
especially	risk	measures	and	effect	size,	more	objectively.	
In the absence of ways to decide inputs more objectively, 
it	is	better	to	begin	carrying	out	a	pilot	study/Phase	II	trial	
and then use the observed results in exploring the sample 
size for Phase III trial. It may be worthwhile to mention 
here that in case of larger explored minimum sample 
size, if necessary, multi‑centric study may be planned to 
cover the sample size smoothly. However, in this case, 
one needs to use available guidelines to ensure quality 
data leading to reliable evidence.

What if Results are for away from 
Considered Inputs?
It	 is	 better	 to	 explore	power	 analysis	 considering	 the	
covered sample size and the observed results as inputs, 
if it emerges to be higher or similar to the considered 
one, no problem. Otherwise, in view of the requirement 
of retaining optimal power, the study will fall in the 
category of a pilot study. It will accordingly restrict the 
derived summary of the results and its implications.

Sample Size vs. Conclusive/Pilot Study
A	study	 completed	with	 all	 scientific	 considerations,	
including the required minimum sample size, may be 
conclusive. In other words, it may allow concluding the 
findings	and	its	related	implications.	Otherwise,	studies	
remain pilot study which may not allow making conclu‑
sions. The results will remain suggestive/ indicative.
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Minimum Sample Size vs. Larger Sample 
Size vs. Small Sample Size
Often, the clinical colleagues go with a myth that 
consideration of larger sample size may make the smaller 
effect	size	as	significant.	But,	there	is	hardly	any	study	
covering larger sample size than the required minimum 
sample size. Even if there is study covering larger sample 
size, there will be no much harm. The results will be more 
precise and accurate. In other terms, study covering larger 
sample size may not be deceptive. For example, while 
comparing new drug with standard drug, if standard 
drug emerges to be superior, patients will continue 
with same drug as earlier. Even if new drug emerges to 
be	effective,	it	will	be	based	on	larger	sample	size	with	
higher precision. No scope of much harm to the patients. 
On the contrary, studies covering smaller than minimum 
required sample size will have lower power and provide 
no	significant	results.	In	this	case,	although	study	is	not	
planned for, there is chance of misinterpretation that 
new	drug	is	as	effective	as	standard	drug.	As	a	result,	
patients will be likely to be treated with inferior drugs 
and	suffer	further.	

Summary
For a conclusive study, if required, one must explore the 
required minimum sample size to answer the proposed 
research question appropriately. If not feasible to cover 
explored sample size due to time limit/resources, same 
topic can be allotted to successive students under 
the guidance of same guides/consultants to ensure 
continuing same methodologies. Under such practice, 
if desired, there might be publication by every student 
using data of his/her study period, of course in a 
suggestive manner only. Once required minimum sample 
size is cumulatively completed by few students, data can 
be pooled together and analyzed, with due authorship 
to everyone. Otherwise, in case of stopping as a pilot 
study, no conclusion needs to be drawn. Also, in this 
case,	research	article	needs	to	be	written	in	a	suggestive/
indicative manner leaving scope for future study. The 
same principle applies in case of multi‑centric studies. 

It may be worthwhile to mention here that regardless of 
conclusive/pilot study, one needs to write how a study 
was done, not otherwise.

There is need to adopt a multidisciplinary approach 
to ensure quality research. To emphasize the importance 
of sample size exploration for clinical studies, it will not 
be an exaggeration to state that if a clinical diagnosis 
by a clinician goes wrong, only one patient is likely to 
suffer.	On	the	contrary,	if	statistical	diagnosis	goes	wrong	
regarding	drug	efficacy,	a	series	of	patients	will	continue	
suffering. Further, morality comes before research 
methodology. Further, there is no shortcut method to 
establish reliable evidence which can guide clinical/
public health practice. In summary, in consultation with 
a biostatistician7, consideration of the required minimum 
sample	 size	 to	 accurately	 answer	 a	 specific	 research	
question in medical research is inescapable.
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